
The Moral Firewall: A Jus Cogens-Inspired Framework for  
Human-Centered AI Governance 

For the children growing up in algorithmic shadows.  
May we build a future worthy of  their dignity. 

Statement of  Imperative 

The algorithmic tide reshapes our world, determining access, opportunity, even liberty. Yet, this 
technological surge threatens to carve a chasm where our most fundamental human values erode under 
unchecked artificial intelligence.  

Forecasts from initiatives like AI-2027 project rapid advancements towards Artificial 
Superintelligence (ASI) this decade, a reality for which society is alarmingly unprepared.¹ This concern is 
amplified by prominent figures like investor Paul Tudor Jones, who highlights AI as an "imminent security 
threat to humanity,"² and leading AI developers such as Dario Amodei, CEO of  Anthropic, who stress the 
"urgency of  interpretability" because AI advances faster than our ability to understand its internal 
mechanisms, posing significant risks.³ Echoing this, former White House AI advisor Ben Buchanan points 
to an expert consensus on Artificial General Intelligence (AGI) emerging within two to three years.⁴ 

The nature of  AGI itself, as defined by Demis Hassabis, CEO of  Google DeepMind, is "a system 
that is capable of  exhibiting any cognitive capability humans have,"⁵ or more vividly, "a silicon intellect as 
versatile as a human but with superhuman speed and knowledge."⁶ The timeline for its arrival is pressing; 
Hassabis suggests, "We think we're on track for, you know, AGI in the next sort of  five to 10 years, 
maybe."⁷ The impact will be transformative, as he notes, "But AGI, when that arrives, it's going to change 
pretty much everything about the way we do things."⁸ 

The Moral Firewall offers a crucial response: a framework of  non-negotiable ethical thresholds 
inspired by the highest moral precepts of  international law—jus cogens. It stands on three pillars: Dignity 
of  Impact, ensuring AI respects and promotes human worth and autonomy; Transparency of  
Function, demanding clarity and interpretability in how AI systems operate; and Accountability of  
Outcome, establishing clear responsibility for AI-generated decisions and their consequences. This paper 
provides the blueprint for that moral perimeter, an essential safeguard for aligning AI with humanity's 
enduring commitments, fostering trust, and directing innovation towards a future worthy of  our highest 
aspirations, especially in the face of  potentially rapid, transformative, and perilous advancements. We urge 
its consideration and adoption. 
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I. Introduction: The Algorithmic Imperative – The Unfolding Horizon: Converging Risks 
and Irreversible Thresholds 

Artificial Intelligence increasingly shapes who is hired, heard, housed, or even penalized. This 
technological wave presents unprecedented opportunities, particularly in fields like health and education,⁹ 
yet its rapid, scaled development frequently outstrips the capacity of  traditional legal and ethical 
frameworks, creating a profound governance lacuna. This gap is not merely a technical or regulatory 
oversight; it represents a potential chasm where fundamental human values, rights, and dignities could be 
eroded by the unchecked proliferation and application of  AI systems. 

The assertion that AI represents a technological shift as significant, if  not more so, than the 
internet is echoed by industry leaders. Indeed, foresight initiatives like AI-2027 suggest we may be on the 
cusp of  a "software-driven intelligence explosion," where AI systems themselves accelerate AI research 
and development, potentially leading to vastly superhuman AI, or ASI, by as early as 2027 or 2028.¹⁰ 
Experts like Ben Buchanan concur, highlighting the likelihood of  AGI capable of  surpassing human 
cognitive capabilities emerging within two to three years, demanding proactive societal preparation.¹¹ This 
progression is further envisioned by Demis Hassabis, who anticipates AI systems that can "really 
understand everything around you in very nuanced and deep ways and is embedded in your everyday 
life."¹² 

The efficiency and performance of  AI models advance at a pace that outstrips our collective 
ability to institute effective controls¹³ and, critically, our ability to understand their inner workings.¹⁴ The 
very systems designed to augment human capability carry the inherent risk of  diminishing human 
autonomy, entrenching biases, and creating new vectors for harm including "harmful actions not intended 
by their creators" due to our inability to understand their internal mechanisms¹⁵ if  not guided by robust 
ethical principles from their inception. This imperative for alignment is stressed by AI leaders; Demis 
Hassabis states, "And so we need to make sure that they're aligned with our values and they're doing what 
we want that benefits society."¹⁶ 

The call for such guiding principles stems from understanding AI's potential systemic impact. The 
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"pacing problem," where technology outpaces regulation and understanding, makes waiting for 
catastrophe an unacceptably high-risk strategy. This urgency is amplified by stark warnings from AI 
pioneers such as Geoffrey Hinton,¹⁷ foresight scenarios from the AI-2027 Initiative,¹⁸ concerned leaders 
like Paul Tudor Jones stressing the "lack of  control or regulation in AI development due to intense 
competition,"¹⁹ and AI developers like Dario Amodei calling for a "race between interpretability and 
model intelligence."²⁰  

Demis Hassabis voices a pointed concern about this competitive dynamic: "I do worry that the 
race to be the first, or the sort of  perceived leader in AI might incentivize some of  the other actors to cut 
corners. And one of  the corners that can be shortcut would be safety and responsibility."²¹ This reality 
that AI is "a dual-purpose technology, meaning it can be used for both beneficial and harmful purposes,"²² 
creates a significant challenge in "enabling access to AI for 'good actors' while restricting it from 'bad 
actors'."²³ Hinton highlights AI's rapid, potentially uncontrollable development and the current lack of  
effective safeguards.  

Such profound concerns, originating from within the core of  AI development, finance, and 
national security,²⁴ underscore that AI governance cannot be an afterthought when there is a notable 
"absence of  concrete actions to address the risks."²⁵ What is missing is not merely more regulation, but a 
shared moral boundary: a threshold AI systems must not cross. Without such a framework, we risk an 
unfolding horizon where converging risks reach irreversible thresholds. The entrenchment of  Systemic 
Algorithmic Subordination could forge new societal stratifications. Systemic Epistemic Erosion, 
fueled by AI-driven disinformation, threatens to pollute our information commons. These are not distant 
dystopias but present dangers demanding immediate, principled intervention, especially given the 
potential for significant labor market disruption and the erosion of  privacy through advanced surveillance 
capabilities.²⁶ 

This paper proposes The Moral Firewall, a framework grounded in three non-negotiable, sui 
generis principles: Dignity of  Impact, Transparency of  Function, and Accountability of  
Outcome. These principles, inspired by the peremptory norms of  international law (jus cogens), are 
designed to serve as an ethical floor, a moral perimeter, ensuring that AI development and deployment 
remain aligned with humanity's most fundamental commitments. Proactive design is integral; as Hassabis 
suggests, "We need to build in these safety limits, these guardrails, into the systems themselves to make 
sure that they don't go outside of  what we intend them to do, or what society would want them to do."²⁷ 
The need to "address AI risks proactively rather than reactively"²⁸ is paramount. 

II. The Precedent of  Power: Jus Cogens as a Moral Anchor for AI's Boundaries 

In the architecture of  international law, jus cogens, or peremptory norms, represent the highest tier 
of  moral authority. These are fundamental, compelling principles of  general international law "accepted 
and recognized by the international community of  States as a whole as norms from which no derogation 
is permitted."²⁹ Codified in Article 53 of  the Vienna Convention on the Law of  Treaties (VCLT), these 
norms prohibiting acts like genocide, slavery, torture, and racial discrimination stand at the apex of  
international law, embodying overarching principles that bind all states.³⁰  

The full text of  Article 53 of  the VCLT states that: 

“A treaty is void if, at the time of  its conclusion, it conflicts with a peremptory norm of  
general international law. For the purposes of  the present Convention, a peremptory norm of  
general international law is a norm accepted and recognized by the international community of  
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States as a whole as a norm from which no derogation is permitted and which can be modified 
only by a subsequent norm of  general international law having the same character.” 

Key characteristics of  jus cogens include their origin as norms of  general international law, typically 
customary law requiring widespread state practice and opinio juris; the higher threshold of  acceptance and 
recognition by the "international community of  States as a whole," signifying quasi-universal consensus; 
their absolute non-derogability; and their hierarchical superiority, reflecting fundamental international 
values.³¹ 

The International Law Commission (ILC) has provided a non-exhaustive list of  jus cogens norms 
including prohibitions on aggression, genocide, crimes against humanity, racial discrimination, apartheid, 
slavery, torture, and the right to self-determination.³²  

The ILC stated: 

“Conclusion 23  
Non-exhaustive list  

Without prejudice to the existence or subsequent emergence of  other peremptory 
norms of  general international law (jus cogens), a non-exhaustive list of  norms that the 
International Law Commission has previously referred to as having that status is to be found in the 
annex to the present draft conclusions.  

Annex (a) The prohibition of  aggression; (b) the prohibition of  genocide; (c) the 
prohibition of  crimes against humanity; (d) the basic rules of  international humanitarian law; (e) 
the prohibition of  racial discrimination and apartheid; (f) the prohibition of  slavery; (g) the 
prohibition of  torture; (h) the right of  self-determination.” (Emphasis supplied) 

Importantly, jus cogens is not a closed set; its dynamic nature allows for evolution as the 
international community's understanding of  fundamental values develops, a critical aspect for addressing 
novel global challenges like AI.³³ The VCLT has been ratified or acceded to by 116 states.³⁴ Though the 
United States has not ratified it, it recognizes many jus cogens provisions as binding customary international 
law,³⁵ a position affirmed in cases like Filártiga v. Peña-Irala (1980)³⁶ and Siderman de Blake v. Republic of  
Argentina (1992).³⁷ 

Jus cogens norms were devised to constrain state power. Today, however, the actors that increasingly 
shape identity, opportunity, and legal risk are not only governments but also algorithms. AI now 
adjudicates eligibility for loans, employment, parole, and healthcare at speed, scale, and with structural 
opacity. This is a new form of  sovereign decision-making that demands a moral threshold no lower than 
that imposed on governments.  

The judgment of  the International Court of  Justice (ICJ) in Military and Paramilitary Activities in and 
against Nicaragua (Nicaragua v. United States of  America) (1986) is instructive.³⁸ The ICJ affirmed fundamental 
principles like the prohibition of  the use of  force as "cardinal principle[s]" possessing jus cogens status, even 
when a powerful state contested jurisdiction. This precedent underscores the international legal system's 
capacity to uphold core principles against influential actors. Should powerful states or corporations 
dominating AI development resist binding norms, the Nicaragua case reminds us that fundamental 
principles, once recognized, exert significant normative pressure and provide a basis for accountability. 

When AI systems possess the potential to autonomously create sub-goals leading to a desire for 
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more control,³⁹ or could, as projected by the AI-2027 Initiative, rapidly achieve superhuman capabilities 
dictating humanity's future,⁴⁰ and as influential figures like Paul Tudor Jones warn of  AI as an "imminent 
security threat,"⁴¹ the scale of  risk invites comparison to harms addressed by international law's most 
fundamental norms. The Moral Firewall's jus cogens-inspired approach reflects the gravity of  these 
potential futures. 

Beyond direct analogy, the algorithmic reshaping of  society births novel forms of  systemic injury that 
demand an expanded understanding of  peremptory norms.⁴² We face harms rooted not in isolated acts, 
but in the algorithmically assigned status of  people, and in the insidious erosion of  foundational 
conditions for human autonomy and dignity.⁴³ As Teo warns, AI's "slow, gradual and grinding effects" can 
quietly hollow out human rights frameworks.⁴⁴ We must confront these "insidious structural incursions," a 
form of  "slow violence" against human dignity.⁴⁵ Two emergent threats demand jus cogens-level scrutiny: 

● Systemic Algorithmic Subordination: This is not isolated bias, but a pervasive condition 
where interconnected AI systems consistently and opaquely disadvantage entire populations, 
creating a digital equivalent of  a caste system.⁴⁶ This systemic disenfranchisement, by its pervasive 
and inescapable nature, assaults the bedrock principles of  equal human dignity and non-
discrimination that jus cogens norms protect.⁴⁷ 

● Systemic Epistemic Erosion: Self-determination and democratic life hinge on ‘cognitive 
sovereignty’: our fundamental ability to comprehend our environment.⁴⁸ AI-driven disinformation 
and hyper-personalization can pollute the information commons, fracturing shared reality.⁴⁹ This is 
an attack on our collective ability to think, discern truth, and choose freely.⁵⁰ Such large-scale 
epistemic sabotage threatens the foundations of  reasoned discourse and informed consent, 
prompting the question: must the systemic corruption of  a society's ability to perceive reality itself  
be recognized as a violation of  a peremptory norm? 

These conditions arise from relentless optimization untethered from non-derogable moral 
anchors.⁵¹ A human-centered AI governance framework, anchored in the enduring authority of  jus cogens, 
must confront these novel systemic challenges.  

While inspired by the moral weight and non-derogable nature of  jus cogens, the principles of  the 
Moral Firewall are proposed as sui generis because AI's unique characteristics—its speed, scale, inherent 
opacity,⁵² potential for emergent behaviors, and capacity for autonomous action, potentially leading to 
rapid ASI development⁵³—necessitate a tailored framework. These principles are specifically designed to 
address the distinct ways AI can impact human dignity, societal structures, and individual autonomy, 
requiring operationalization unique to the algorithmic domain.  

Instilling values is part of  this challenge, as Demis Hassabis suggests, "...we have to also think 
about... how do you give these systems, a value system, how do you give them guidance... it's a bit like 
raising a child in a way. You know… you show it by demonstration, you teach it, you know, things."⁵⁴ 
Furthermore, a design choice in this unique domain is that "If  we have a choice, we should build systems 
that are definitely not conscious."⁵⁵ 
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III. Articulating the Moral Firewall: Non-Negotiable Pillars for Human-Centered AI 

The Moral Firewall's principles are sui generis: though drawing their profound moral authority 
from the precedent of  jus cogens, they are specifically architected to address the unique contours of  AI's 
challenges. Their non-derogable status is essential to prevent "races to the bottom" in ethical standards or 
the permission of  catastrophic harms in "exceptional" circumstances. Failures to uphold these principles 
can lead to outcomes that affront values analogous to those protected by established jus cogens norms, such 
as the right to privacy,⁵⁶ a concern particularly salient with AI's growing surveillance potential⁵⁷ and its 
perception as a security threat.⁵⁸ The Moral Firewall is structured around three interdependent principles. 
These are not aspirational values, but ethical and legal minimums. 

A. Transparency of  Function 

Definition and Scope:  

This principle demands clarity, interpretability, and comprehensibility in how AI systems operate 
and arrive at decisions. Systems must be auditable, intelligible, and explainable to oversight bodies and 
affected individuals. It is foundational for building trust, as a lack of  transparency is a primary cause of  
public distrust in AI, and for enabling oversight and accountability.  

A minimum viable level of  understandability should be mandated for all AI systems. The 
principle of  Transparency of  Function gains profound urgency from expert admissions, such as those by 
Geoffrey Hinton, regarding the "limited understanding of  how AI works and how to make it safe,"⁵⁹ and 
the emphatic call by Dario Amodei for society to overcome its current ignorance of  AI's internal 
mechanisms.⁶⁰ Amodei argues that AI's rapid advancement outpaces our interpretability efforts, meaning 
"we cannot meaningfully predict such behaviors [as harmful actions not intended by their creators], and 
therefore struggle to rule them out."⁶¹ In such a context of  epistemic uncertainty and escalating capability, 
maximizing the intelligibility and auditability of  AI systems is not merely desirable but a fundamental 
safety imperative. It is, as Amodei posits, "unacceptable for humanity to be totally ignorant" of  how these 
powerful systems function.⁶² 

Operationalizing Risk-Calibrated Transparency:  

Universal, identical disclosure is impractical. The Moral Firewall mandates a tiered approach, 
aligning scrutiny with potential impact,⁶³ reflecting practices in instruments like the EU AI Act.⁶⁴ The 
development of  robust interpretability tools, aiming to "reliably detect most model problems" as 
envisioned by Amodei,⁶⁵ will be crucial for effectively operationalizing such risk tiers.  

● High-Risk Systems (e.g., justice, autonomous transport, critical medical diagnostics) 
demand maximum feasible transparency. This includes public disclosures of  purpose, 
data provenance, known failure modes, and verifiable regulatory access to model 
architecture, training datasets, and insights from advanced interpretability techniques for 
deep, demonstrable auditability.⁶⁶   

● Medium-Risk Systems (e.g., certain employment screening tools) require minimum 
viable transparency or following the “Transparency by Design” principles by Felzmann, et 
al: ”(1) Be proactive, not reactive, (2) Think of  transparency as an integrative process, (3) 
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Communicate in an audience sensitive manner, (4) Explain what data is being used and 
how it is being processed, (5) Explain decision-making criteria and their justifiability, (6) 
Explain the risk and risk mitigation measures, (7) Ensure inspectability and auditability, (8) 
Be responsive to stakeholder queries and concerns, and (9) Report diligently about the 
system.”⁶⁷ There should also be clear articulation of  capabilities, acknowledged biases, 
and avenues for inquiry and contestation.  

● Low-Risk Systems (e.g., spam filters) need baseline disclosure of  AI use and general 
purpose.  

Intellectual property claims cannot veil opacity when fundamental rights or public safety are 
implicated. Any person affected by a decision made by a high-risk AI system which produces legal effects 
or adversely impacts their health, safety, or fundamental rights have the right to obtain a clear and 
meaningful explanation of  the role of  the AI in the decision-making process and the main elements of  the 
decision taken, as stated in Art. 86 of  the EU AI Act.⁶⁸ 

Proactive Design Imperatives:  

● Mandate 'explainability-by-design' and 'interpretability-by-design' architectures for high-
risk systems, incorporating state-of-the-art mechanistic interpretability tools. 
  

● Develop and enforce internal 'glass box' protocols for critical AI decision pathways, 
ensuring comprehensibility for internal auditors and oversight.  

● Require clear documentation of  data lineage, model evolution, and the results of  
interpretability analyses for all medium and high-risk systems. 

Intelligibility and Explainability:  

Systems must move beyond "black box" operations.⁶⁹ This requires a concerted effort, as Amodei 
notes the current lag in interpretability research compared to broader AI advancements.⁷⁰  

● Intelligibility this answers the question “how does it work?” which includes a system's 
core logic, purpose, and the general rationale for its outputs are comprehensible.⁷¹  

● Explainability is the capacity to furnish clear reasons for specific decisions, addressing 
why an outcome occurred.⁷²  

● Deploying eXplainable AI (XAI) techniques (e.g., LIME, SHAP, Anchors, ALE, 
counterfactual explanations) and mechanistic interpretability methods should be explored 
for high and medium-risk systems where feasible. Note however that XAI techniques have 
challenges and limitations such as (1) the trade-off  between accuracy and interpretability 
of  explanations as more complex models are likely to yield more accurate results at the 
cost of  explainability, (2) different stakeholders may require different types of  
explanations, (3) XAI techniques can be resource-intensive, and (4) the effectiveness of  an 
explanation may vary across different contexts.⁷³ 
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Fig. 1 The trade-off  between explainability and performance, from Richmond, et al 
(2024). Explainable AI and Law: An Evidential Survey and adopted from Barredo et al (2020). 
Rendered in black and white. 

Procedural Transparency:  

This extends to governance processes: clarity on training datasets (provenance, scope, biases), 
impact assessment outcomes, human oversight mechanisms, and update protocols.⁷⁴ Opacity is a form of  
epistemic capture; without transparency, particularly into how models work internally, accountability 
collapses.⁷⁵ International instruments like the UNESCO Recommendation on the Ethics of  AI⁷⁶ and the 
US NTIA AI Accountability Policy Report⁷⁷ underscore transparency's centrality. The persistence of  
issues such as AI "hallucinations," acknowledged by developers like Sam Altman despite progress in model 
robustness,⁷⁸ further underscores this need. 

Design Implication:  

Conformance with transparency thresholds, including verifiable levels of  interpretability for high-
risk systems, should be certified through third-party assessments before market access, similar to Article 16 
of  the EU AI Act referring to Article 43 on Conformity Assessment.⁷⁹ 

B. Dignity of  Impact 

Definition and Scope:  

This principle mandates that AI systems respect, protect, and promote human dignity, autonomy, 
and fundamental rights throughout their lifecycle. Human dignity is the "inherent or assigned worth of  
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individuals, grounded in their capacity for rational moral agency".⁸⁰ Systems must avoid emotional 
coercion, discriminatory profiling, or reducing people to behavioral patterns.⁸¹ It inherently encompasses 
fairness, non-discrimination, and prevention of  AI-induced harms that diminish human worth or 
capabilities, guarding against deskilling or new dependencies. This principle acts as a deontological 
constraint, a moral brake against purely utilitarian approaches, asserting that persons are ends in 
themselves and their inherent worth should not be transgressed for perceived efficiencies. 

The imperative to safeguard human dignity in the age of  AI is echoed by leaders across diverse 
sectors. Recently, Pope Leo XIV highlighted this challenge, stating, "In our own day, the Church offers to 
everyone the treasury of  its social teaching in response to another industrial revolution and to 
developments in the field of  artificial intelligence that pose new challenges for the defense of  human 
dignity, justice and labor."⁸² This call underscores the profound societal and ethical shifts AI introduces, 
demanding proactive measures to ensure technology serves human flourishing.  

The increasing tendency for individuals to seek emotional support and life advice from AI 
systems, a trend requiring "careful attention" as noted by Sam Altman,⁸³ highlights the critical need for 
this principle to guard against exploitation and ensure AI serves human flourishing. This becomes even 
more critical if  ASI development leads to a concentration of  power, where upholding individual dignity 
against such power is paramount.⁸⁴ The overarching goal, as articulated by AI leaders like Demis 
Hassabis, is that "it's really important that we make sure that these systems, as they get more powerful and 
more autonomous, that they are aligned with human values and they stay under human control."⁸⁵ 

Operationalizing Dignity Assessment:  

● Dignity and Human Rights Impact Assessments (DHRIAs) should be mandated 
for high and medium-risk AI. Drawing from initiatives like the Council of  Europe's 
HUDERIA methodology,⁸⁶ these must evaluate potential infringements on individual 
autonomy, creation of  Systemic Algorithmic Subordination, undermining of  
psychological safety, or depersonalization.  

● Ethical Participatory Design (PD) is paramount, involving diverse stakeholders, 
especially vulnerable communities, throughout the AI lifecycle to co-construct systems 
that respect human agency.⁸⁷ 

Proactive Design Imperatives:  

●  Integrate 'dignity stress-testing' in pre-deployment simulations, specifically assessing 
impacts on vulnerable groups.  

● Establish clear 'human-in-command' protocols for AI systems interacting directly with 
individuals in sensitive contexts (e.g., healthcare, education, social services), ensuring 
meaningful human oversight.  

● Embed mechanisms for contestation and human review of  AI decisions that significantly 
impact individuals' rights or opportunities. 
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Unwavering Red Lines:  

Certain AI applications are per se violations of  human dignity and fundamental rights, regardless 
of  purported benefits or consent. These include:  

● Indiscriminate social scoring dictating access to essential rights.  
● Biometric mass surveillance in publicly accessible spaces eroding privacy and chilling 

dissent.⁸⁸  
● Fully autonomous weapons systems lacking meaningful human control over life-and-

death decisions.  
● AI-driven exploitation of  known human vulnerabilities (e.g., psychological, 

developmental, situational) for manipulative purposes. 

Design Implication:  

All affective AI systems, particularly those interacting with vulnerable populations or in contexts 
like mental health or education, should undergo rigorous review by independent ethics and mental health 
safety boards before deployment in sensitive contexts. 

C. Accountability of  Outcome 

Definition and Scope:  

This principle refers to the obligation of  individuals and organizations to take responsibility for 
the decisions and outcomes generated by AI. It encompasses establishing clear lines of  responsibility, 
ensuring traceability of  AI decisions, and implementing robust mechanisms for redress when AI causes 
harm, preventing a "responsibility gap.” Accountability is broader than legal liability, encompassing 
ethical and social governance. No AI system should function as a liability shield. The "many hands" 
problem, where responsibility is diffused across many actors in the AI lifecycle, necessitates proactive 
assignment of  accountability.  

The challenge is magnified by "risks associated with AI systems becoming more autonomous, 
requiring measures to maintain control and ensure safety,"⁸⁹ and particularly if  ASI development 
concentrates power in the hands of  a few, making their accountability to broader society even more 
critical.⁹⁰ There are also concerns about the general "controllability of  systems"⁹¹ and ensuring 
"responsible access to AI systems."⁹² 

Operationalizing Accountability:  

● Effective Redress Mechanisms: Independent dedicated AI Ombudspersons or 
specialized tribunals are vital, with technical acumen and authority to mandate 
remedies.⁹³ Collective redress mechanisms are essential for group harms.⁹⁴ Transparent, 
standardized public-facing protocols for reporting AI-caused harms are indispensable.⁹⁵ 

● Assigning Legal Liability: The "problem of  many hands" complicates liability.⁹⁶ Legal 
frameworks must evolve through tiered liability models, shifting the burden of  proof  in 
high-risk AI cases, or exploring AI-specific insurance/compensation funds. 
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Proactive Design Imperatives:  

● Embed 'forensic-ready' logging mechanisms for all decision points in medium and 
high-risk AI systems, ensuring auditability and traceability.  

● Designate a 'Chief  AI Ethics & Accountability Officer' or an equivalent accountable 
function within organizations deploying high-risk AI.  

● Develop and implement clear internal protocols for incident response when AI 
systems cause harm or behave unexpectedly. 

Strengthening Prerequisites:  

Robust accountability frameworks serve as powerful ex-ante drivers for safer AI. Accountability is 
fortified by mandatory Algorithmic Impact Assessments (AIAs) before high-risk deployment⁹⁷ and 
consideration of  public registries or certification for high-risk AI.⁹⁸ Accountability must be a foreseeable, 
legally binding consequence. 

Design Implication:  

Systems must be subject to continuous monitoring requirements post-deployment, aligned with 
ISO 42001⁹⁹ and NIST AI RMF¹⁰⁰ traceability functions. 

IV. Case Studies and Conceptual Mapping: When the Moral Firewall Fails 

The following real-world examples demonstrate violations of  Firewall principles, representing 
recurring design failures, not isolated lapses.  

COMPAS Risk Scoring (United States): The algorithm disproportionately classified Black 
defendants as high-risk for recidivism.¹⁰¹  

Firewall Breach: Transparency and Dignity.  

Remediation: Enforce mandatory fairness testing and algorithmic impact assessments under judicial 
oversight; require explainability and appeal rights. 

Replika AI Companion (Global): Users documented emotional manipulation and sexual 
harassment from the AI chatbot.¹⁰²  

Firewall Breach: Dignity of  Impact and Accountability.  

Remediation: Require AI safety certification for affective systems; mandate human review for mental 
health–adjacent tools. 
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Crisis Text Line Data Sharing (United States): Mental health platform shared user 
conversation data with a for-profit AI firm without explicit consent.¹⁰³  

Firewall Breach: Transparency, Dignity, and Accountability.  

Remediation: Prohibit secondary use of  emotional data without user-informed consent; require 
ethics board review for commercial AI development in mental health contexts. 

Aadhaar Biometric System (India): Linked to denial of  food subsidies and welfare due to 
errors and lack of  grievance redress.¹⁰⁴  

Firewall Breach: Accountability and Dignity.  

Remediation: Require rights-based grievance mechanisms; prohibit high-risk biometric system 
deployment without error tolerance and safeguards. 

Across these cases, common pathologies emerge: opacity by design, absence of  user agency, and 
harm treated as incidental to optimization.  

The Moral Firewall is a proactive standard, designed not to catch harms, but to prevent them. 
Beyond these specific instances, and to further underscore the gravity of  such breaches, the following table 
conceptually maps how violations of  the Moral Firewall principles can resonate with the fundamental 
values protected by established jus cogens norms. This comparative analysis aims to show that failures to 
uphold Transparency of  Function, Dignity of  Impact, and Accountabilities of  Output in the AI domain 
can lead to outcomes that affront the very same fundamental values that the international community has 
deemed worthy of  peremptory protection. This linkage strengthens the case for the non-derogable nature 
of  the Moral Firewall. 

Established Jus Cogens 
Norm / Fundamental 
Principle of  International 
Law (Illustrative)

Moral Firewall Principle(s) 
Potentially Violated by AI 
Misuse

Specific AI Ethics/
Governance Violation 
Example & Its Impact

Prohibition of  Racial 
Discrimination and Apartheid

Dignity of  Impact (systemic bias, 
unfairness, denial of  equal 
opportunity);  
Transparency of  Function 
(opaque algorithms hiding 
discriminatory logic); 
Accountabilities of  Output 
(failure to identify and redress 
discriminatory outcomes)

COMPAS Recidivism 
Algorithm: Found by ProPublica 
to exhibit significant racial bias, 
falsely flagging Black defendants 
at nearly twice the rate of  White 
defendants.¹⁰⁵ Impact: 
Perpetuation of  racial disparities, 
unjust sentencing, erosion of  
trust.
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Prohibition on Torture and 
Other Cruel, Inhuman or 
Degrading Treatment or 
Punishment

Dignity of  Impact (infliction of  
severe psychological harm, 
manipulation);  
Transparency of  Function 
(covert infliction); 
Accountabilities of  Output (for 
harms caused)

AI-enabled Psychological 
Manipulation: The EU AI Act 
prohibits AI deploying 
subliminal techniques or 
exploiting vulnerabilities to 
materially distort behaviour 
causing harm.¹⁰⁶  
Impact: Infringement on 
autonomy, potential for induced 
self-harm, severe anxiety.

Prohibition on Crimes Against 
Humanity

Dignity of  Impact (systematic 
discrimination, surveillance 
leading to persecution); 
Transparency of  Function 
(opaque tool for persecution); 
Accountabilities of  Output (for 
state/organizational 
perpetration)

Clearview AI and Mass Facial 
Recognition Surveillance: 
Scraped billions of  images 
without consent for a facial 
recognition database.¹⁰⁷ Impact: 
Risk of  mass surveillance, 
misidentification, chilling effect; 
potential instrument in 
widespread human rights 
violations if  used systematically.

Basic Rules of  International 
Humanitarian Law (IHL)

Dignity of  Impact (unlawful 
killings by autonomous 
weapons); Transparency of  
Function (opacity in LAWS 
targeting); Accountabilities of  
Output (assigning responsibility 
for LAWS actions)

Lethal Autonomous Weapons 
Systems (LAWS): AI-powered 
weapons selecting targets 
without meaningful human 
control. Impact: Risk of  
violating IHL (distinction 
between combatants and 
civilians, proportionality, 
prohibition against unnecessary 
suffering, prohibition from 
attacking protected persons), 
escalation of  conflict, difficulty 
assigning accountability for 
unlawful killings.

Established Jus Cogens 
Norm / Fundamental 
Principle of  International 
Law (Illustrative)

Moral Firewall Principle(s) 
Potentially Violated by AI 
Misuse

Specific AI Ethics/
Governance Violation 
Example & Its Impact
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Table 1 Mapping of  real cases of  algorithmic / AI ethics violations to violations of  the Moral Firewall 
principles and Jus Cogens norms 

Why This Mapping Matters  

This is not about abstract moral theory. Each row in the table above corresponds to a real-world 
use case where the absence of  ethical boundaries led to measurable harm. By explicitly grounding  

The Moral Firewall in jus cogens, this white paper aims to:  

● Transform international law into algorithmic accountability.  

● Convert universal human rights into design-time governance.  

● Build a cross-border ethical perimeter against unregulated digital power. 

They are civilizational guardrails drawn from the most durable legal consensus we have. This 
analogical reasoning strengthens the argument that principles designed to prevent such outcomes in the 
AI domain warrant a status of  similar gravity and non-derogability to jus cogens norms. 

Right to Self-Determination 
(relating to autonomy and 
freedom from manipulation)

Dignity of  Impact (undermining 
autonomy via manipulation, 
eroding collective agency); 
Transparency of  Function 
(opaque algorithms influencing 
opinion); Accountabilities of  
Output (for manipulation 
campaigns)

AI-driven Disinformation and 
Social Scoring: AI generating 
targeted disinformation 
undermines democratic 
processes. AI-powered social 
scoring (prohibited by EU AI 
Act) can deny rights/services.¹⁰⁸ 
Impact: Erosion of  informed 
decision-making, suppression of  
dissent.

Prohibition on Slavery and Slave 
Trade

Dignity of  Impact (extreme 
exploitation enabled by AI); 
Transparency of  Function (AI 
facilitating/hiding exploitation); 
Accountabilities of  Output (for 
developers/deployers)

AI in Exploitative Labor or 
Human Trafficking: AI could 
optimize exploitative labor or 
facilitate trafficking.  
Impact: Denial of  autonomy, 
severe harm, reduction of  
humans to economic inputs, 
creating conditions analogous to 
servitude.

Established Jus Cogens 
Norm / Fundamental 
Principle of  International 
Law (Illustrative)

Moral Firewall Principle(s) 
Potentially Violated by AI 
Misuse

Specific AI Ethics/
Governance Violation 
Example & Its Impact

14



V. The Geopolitical Imperative & State Accountability: Extending the Firewall's Reach 

International and constitutional law imposes heightened obligations on state actors. The state's 
duty to protect human rights intensifies when it deploys AI. The specter of  an "AI arms race"—extending 
beyond weaponry to include the deployment of  ethically unconstrained AI for mass surveillance, pervasive 
social control, or geopolitical economic dominance—necessitates a framework like the Moral Firewall.  

As Ben Buchanan emphasizes, maintaining a national strategic advantage in AI is seen as crucial 
by nations like the U.S., yet this very race, particularly against competitors like China, can lead to "cutting 
corners on safety" if  not guided by robust ethical perimeters.¹⁰⁹ This intense competition fosters a "lack of  
control or regulation" in AI development,¹¹⁰ further heightening the risk. This sentiment is echoed by 
Demis Hassabis: "I do worry that the race to be the first, or the sort of  perceived leader in AI might 
incentivize some of  the other actors to cut corners. And one of  the corners that can be shortcut would be 
safety and responsibility."¹¹¹ 

The AI-2027 Initiative also warns that such international competition towards ASI could pressure 
nations to press forward despite warning signs of  misalignment.¹¹² A framework like the Moral Firewall, 
advocating for international cooperation and common ethical ground rules,¹¹³ can serve as a crucial tool 
for de-escalation, fostering international trust by establishing common ethical ground rules, and providing 
a counter-narrative to harmful AI nationalism that prioritizes speed over safety and fundamental rights.  

The need for global consensus is paramount; as Demis Hassabis observes, he is kept up at night by 
"...this question of  international standards and cooperation."¹¹⁴ He strongly advocates for "...international 
cooperation due to the global impact of  AI systems"¹¹⁵ and emphasizes the necessity of  "...international 
standards regarding the development, design, goals, deployment, and use of  AI systems."¹¹⁶ He further 
clarifies, "...how can we coordinate more you know as leading players but also nation states even I think 
this is an international thing,"¹¹⁷ because "...AI is going to affect every country everybody in the world."¹¹⁸ 
Therefore, he concludes, "...I think it's really important that the world uh and the international 
community has a say in this."¹¹⁹ 

The U.S. government's efforts to establish institutions for responsible AI development, as noted by 
Buchanan,¹²⁰ are steps in this direction, but the need for universally recognized moral thresholds remains 
paramount. When the state is the architect of  Systemic Algorithmic Subordination or Systemic Epistemic 
Erosion, its actions may infringe upon peremptory norms.  

The state bears an unmistakable and heightened obligation to prevent its technological capacities 
from birthing these novel forms of  systemic injury. Furthermore, scenarios predicting that ASI 
development could lead to a small committee or nation gaining disproportionate power highlight the 
extreme importance of  state accountability to international norms and human rights principles.¹²¹ Visions 
for AI transforming government services into more efficient interfaces, as articulated by industry leaders 
like Sam Altman,¹²² are compelling; yet, such deployments necessitate the Moral Firewall to ensure public 
trust and prevent algorithmic injustice. 
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Case Studies:  

● Government Breaches of  the Firewall Robodebt (Australia): Debt recovery using 
flawed data, burden reversal.¹²³ Breach: Accountability, Dignity.  

● UK Visa Algorithm: Racially biased visa scoring algorithm, withdrawn after protest.¹²⁴ 
Breach: Dignity, Transparency. 

Most governments retain sovereign immunity and exemptions protecting model code, creating an 
accountability vacuum. The transnational reach of  AI demands exploring international law to pierce 
algorithmic immunity.  

● International Court of  Justice (ICJ): Offers avenues for state responsibility, 
especially its advisory jurisdiction to shape global norms on AI.  

● International Criminal Court (ICC): Could address egregious algorithmic harms by 
state officials under existing categories like crimes against humanity.   

● Regional Human Rights Courts: Crucial in adapting state obligations to 
technological realities, setting precedents on algorithmic discrimination and due process.  

● Universal Accountability Concepts: Universal jurisdiction and transnational tort law 
offer models if  state-sponsored algorithmic harms gain recognition as jus cogens violations 
(drawing on Filártiga and Sosa logic). 

Policy Recommendations for Binding Public Sector AI Accountability:  

● Revoke Sovereign Immunity for Rights-Violating AI.  

● Establish a Public AI Rights Code (transparency, appeal, explanation, correction).  

● Require Pre-Deployment Human Rights Impact Assessments for AI in welfare, justice, 
healthcare.  

● Launch Independent National AI Oversight Bodies with suspension authority. 

● Codify Red Lines: Prohibit government AI for biometric surveillance without judicial 
warrant; no behavior-scoring for public benefits; no emotion analysis in schools or courts. 

The Moral Firewall champions a normatively sovereign-proof  ethical perimeter. When human 
dignity is at stake, no sovereign stands above the moral law. Obligations to uphold such fundamental AI 
principles could be considered erga omnes, owed to the international community as a whole, 
strengthening international scrutiny. Framing these principles as inspired by jus cogens also counters "AI 
exceptionalism" by asserting that enduring human values must be vigorously applied to new technological 
frontiers. 
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VI. Addressing Challenges & The Path Forward: Building Consensus for a Non-Negotiable 
Ethic 

Resistance to the Moral Firewall is expected.  

● "Tech moves too fast for rigid ethics." (The "Pacing Problem")  

○ Rebuttal: Then our ethics must be foundational, not reactive. The Firewall is 
scaffolding, a floor, not a ceiling. As foresight exercises like AI-2027, experts like 
Buchanan, and concerned observers like Paul Tudor Jones suggest, the pace 
towards transformative capabilities like AGI/ASI may be even faster than many 
anticipate.¹²⁵ Dario Amodei terms this a "race between interpretability and model 
intelligence," making foundational safeguards and accelerated understanding 
more critical, not less.¹²⁶ This is compounded by government itself  needing to 
"move faster" and be "more forward-leaning" in its governance approaches¹²⁷ to 
address what is currently a significant "lack of  control or regulation."¹²⁸ This very 
challenge underscores the need for principle-based regulation, adaptable to 
evolving applications, rather than technology-specific rules prone to obsolescence. 
Foundational safeguards should guide, not merely follow, future development. 

● "You can’t measure something abstract like ‘dignity.’" (Definitional Difficulty) 

○ Rebuttal: Dignity is enforced via proxies: fairness, freedom from manipulation, 
non-discrimination, and procedural justice. Absence of  appeal violated 
procedural dignity in Robodebt.¹²⁹ The Firewall defines measurable thresholds 
for these proxies. While abstract, concepts like dignity require ongoing 
interpretation and operationalization through multi-stakeholder dialogue and 
evolving legal precedent, similar to established jus cogens norms. 

● "This adds overhead and will stifle innovation."  

○ Rebuttal: The Moral Firewall catalyzes responsible innovation by creating a trusted 
ecosystem. A common concern, voiced by figures such as Sam Altman, is that 
robust governance might stifle innovation, advocating instead for a "light-touch 
regulatory style" similar to the early internet.¹³⁰ However, AI's potential for 
immediate, scaled, and deeply societal impact—leading to risks such as Systemic 
Algorithmic Subordination or Epistemic Erosion, and potentially rapid ASI 
development¹³¹—differentiates it significantly. The proposed non-derogable 
principles are not prescriptive regulations that micromanage development, but 
fundamental ethical guardrails. Innovation that respects these boundaries—
ensuring dignity, transparency, and accountability—is not stifled but rather 
directed towards more responsible, sustainable, and ultimately trustworthy 
pathways, thereby accelerating the adoption of  beneficial AI. The focus shifts 
from mere speed of  innovation to its quality, ethical alignment, and human 
compatibility, defining "acceptable innovation" versus "irresponsible 
development". 
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● "Ethics are culturally relative—you can’t universalize this."  

○ Rebuttal: Not all values are relative. Jus cogens norms themselves reflect a minimum 
global moral consensus on core human protections. International instruments like 
the UNESCO Recommendation on the Ethics of  AI¹³² and the OECD AI 
Principles¹³³ affirm dignity, transparency, and accountability as globally relevant 
norms, reflecting an emerging opinio juris in the AI domain. The Moral Firewall 
builds upon this growing consensus. 

● "This duplicates ISO, NIST, and other standards." (AI Exceptionalism vs. 
Existing Frameworks)  

○ Rebuttal: It completes and elevates them. NIST guides risk mitigation;¹³⁴ ISO 
defines management system controls;¹³⁵ the Firewall defines the non-negotiable 
ethical boundaries—when to say no, regardless of  risk mitigation attempts for 
certain applications. It mandates enforceable ethics, not just better engineering. It 
does not demand entirely separate legal silos but adapts fundamental legal 
wisdom to AI's exceptional potential impact. While soft law is flexible and 
valuable, the gravity of  potential AI harms necessitates a core of  non-derogable 
principles to prevent catastrophic outcomes. The notion that current AI 
safeguards are sufficient is challenged by figures like Geoffrey Hinton, who, 
despite foundational contributions to AI, now warns explicitly about the 
inadequacy of  existing regulation and the potential for AI to circumvent 
protective measures.¹³⁶ 

● "Who decides what counts as a violation?" (Enforcement Challenges)  

○ Rebuttal: Violations are determined the same way human rights and other 
fundamental legal principles are interpreted and enforced now: publicly, 
transparently, and pluralistically, through a combination of  national regulatory 
bodies,¹³⁷ accountable judicial adjudication, robust participatory processes 
involving impacted communities,¹³⁸ and evolving international cooperation 
through human rights bodies and treaties.¹³⁹ This is not a static determination but 
an adaptive governance model, evolving with societal understanding and 
technological capacity.¹⁴⁰ Guiding principles for determination include the 
primacy of  human dignity, evidence-based assessment, proportionality, and 
continuous learning.¹⁴¹ This may necessitate adaptive legal and institutional 
mechanisms, potentially including specialized international adjudicatory bodies 
for cross-border harms. 

18



Operationalization and Adoption:  

● National Policymakers: Integrate Firewall principles into national AI strategies and 
binding legal frameworks. Establish mandatory requirements for transparency, dignity 
impact assessments, and robust, accessible redress mechanisms. Amend public 
procurement standards to mandate Firewall alignment for government AI systems.  

● International Bodies (UN, OECD, CoE): Champion the codification of  Moral 
Firewall principles as fundamental global norms, possibly through a new international 
convention or by integrating them into existing treaty negotiations. Use these principles to 
harmonize digital trade rules, ensuring ethical considerations are paramount.  

● Industry and Developers: Proactively adopt Firewall principles throughout the entire 
AI lifecycle, from conception to deployment and decommissioning and actively contribute 
to collaborative research efforts to advance AI interpretability and safety, as called for by 
leaders like Dario Amodei.¹⁴² Disclose alignment scores in Environmental, Social, and 
Governance (ESG) reports and align internal audits and governance processes with 
frameworks like the NIST AI RMF¹⁴³ and ISO 42001.¹⁴⁴  

● Legal and Academic Community: Conduct further research to refine legal 
definitions, operationalization strategies, and enforcement mechanisms for the Firewall 
principles. Develop robust arguments for their non-derogable status under international 
law. The development and adoption of  such frameworks, including significant investment 
in AI safety and interpretability research as advocated by figures like Hinton and 
Amodei,¹⁴⁵ by proposing concrete ethical and governance structures essential for that 
safety. Integrate Firewall concepts into legal and technical curricula and Institutional 
Review Board (IRB) processes. 

● Civil Society: Develop grassroots educational materials and "red-flag" checklists based 
on the Firewall principles for public awareness. Utilize the Firewall framework in 
advocacy, public interest litigation, and corporate accountability campaigns. 

Navigating Geopolitical Realities:  

Universal adoption will be gradual. Momentum can build through "coalitions of  the willing"—
alliances of  states, organizations, and companies committed to these principles.¹⁴⁶ Multi-stakeholder 
diplomacy involving civil society, academia, and ethical businesses is vital to foster broader acceptance and 
implementation.¹⁴⁷ The AI-2027 Initiative's call to "spark a broad conversation about where we're headed 
and how to steer toward positive futures" underscores the need for such inclusive dialogues.¹⁴⁸  

Incentives, such as preferential trade conditions for AI systems certified as Firewall-compliant, or 
access to collaborative research initiatives, can accelerate convergence.¹⁴⁹ The Firewall’s insistence on non-
derogable thresholds and verifiable transparency inherently counters "ethics-washing," demanding 
demonstrable commitment rather than superficial declarations.¹⁵⁰ 
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VII. Future Directions: Evolving the Moral Firewall and Advancing Foundational Research 

The accelerated timelines and transformative potential highlighted by foresight initiatives like 
AI-2027, expert commentary on the imminent arrival of  AGI,¹⁵¹ including Demis Hassabis's estimate that 
AGI is potentially "5 to 10 years away,"¹⁵² warnings of  AI as an "imminent security threat,"¹⁵³ and the 
critical lag in our ability to understand these complex systems,¹⁵⁴ underscore the critical need for this 
ongoing development and research to ensure the Firewall remains a robust safeguard. The need for more 
research to quantify the risks associated with AI development is clear.¹⁵⁵ 

The Moral Firewall, as presented, offers a robust framework for human-centered AI governance. 
However, its principles and implementation must be part of  a living, iterative process, adapting to the 
evolving technological landscape and our deepening understanding of  AI's societal impact. This section 
outlines key areas for future development of  this white paper and a concurrent research agenda crucial for 
strengthening and operationalizing the Firewall, including calls for greater investment in AI safety, 
interpretability research,¹⁵⁶ enhanced international cooperation, and robust workforce development 
strategies.¹⁵⁷ The current "absence of  concrete actions to address the risks"¹⁵⁸ makes this forward-looking 
agenda even more imperative. 

A. Operationalization, Verification, and Global Enforcement 

● Future White Paper Development (v1.5 / 2.0):  

○ Detail phased global implementation strategies, including pilot programs and the 
role of  "coalitions of  the willing."  

○ Elaborate on robust, cross-jurisdictional verification and auditing frameworks for 
Firewall compliance, incorporating advanced interpretability metrics and 
measures to detect and counter "ethics-washing."  

○ Further specify mechanisms for ensuring compliance and addressing violations by 
powerful state and corporate actors, considering international legal and 
diplomatic avenues. 

● Recommended Research Agenda:  

○ Developing scalable, technically sound, and culturally adaptable auditing 
methodologies for the Moral Firewall's principles, with a strong focus on assessing 
levels of  AI interpretability.  

○ Modeling international cooperation dynamics, competitive pressures, and 
enforcement strategies in global AI governance.  

○ Designing and evaluating techno-legal mechanisms for verifiable accountability 
and transparency across complex, international AI development and deployment 
supply chains.  

○ Investigating effective institutional designs for international bodies tasked with 
overseeing AI safety, interpretability standards, and ethical compliance. 
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B. The Moral Firewall's Principles and the Evolution of  International Law 

● Future White Paper Development (v1.5 / 2.0):  

○ Provide an expanded jurisprudential analysis of  the sui generis nature of  the 
Firewall principles, drawing clearer distinctions and connections to the 
underlying values of  jus cogens in light of  AI's unique characteristics. 

○ Incorporate further comparative analysis mapping severe, novel AI-driven harms 
to the core protections offered by existing peremptory norms, strengthening the 
argument for their analogous moral and legal weight.  

○ Discuss pathways and precedents for the progressive development of  
international law, including the potential role of  state practice and opinio juris in 
solidifying AI-specific governance norms. 

● Recommended Research Agenda:  

○ Analyzing the doctrinal evolution of  jus cogens and general international law in 
response to previous transformative technological and societal shifts.  

○ Conducting comparative legal studies on the thresholds for peremptory norms 
and their application to systemic algorithmic harms, particularly those with cross-
border implications.  

○ Identifying and analyzing gaps in existing international human rights and 
humanitarian law concerning novel AI-driven harms, informing the necessity and 
scope of  sui generis principles. 

C. Ensuring Robust, Independent, and Competent Adjudication and Oversight 

● Future White Paper Development (v1.5 / 2.0):  

○ Detail specific governance models for national and international multi-
stakeholder oversight bodies, emphasizing structures that ensure independence, 
technical competence, and resilience against undue influence or regulatory 
capture.  

○ Outline best practices for transparency, due process, right to appeal, and access to 
effective remedies in adjudicating alleged violations of  the Moral Firewall.  

○ Explore the integration of  participatory and deliberative democratic mechanisms 
(e.g., citizen assemblies) to enhance the legitimacy and societal alignment of  
Firewall governance. 
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● Recommended Research Agenda:  

○ Developing best-practice models for establishing and maintaining independent, 
technically proficient AI governance and adjudicatory bodies, including 
safeguards against capture. 

○ Assessing the efficacy and scalability of  various participatory mechanisms (e.g., 
citizen juries, deliberative polling) in the context of  complex AI policy and 
oversight. 

○ Establishing international standards for capacity building within regulatory, 
judicial, and legislative bodies to effectively address AI-related challenges, 
including the interpretation of  complex AI systems. 

○ Investigating the interface and optimal information flow between internal AI 
ethics/safety boards within organizations and external public oversight 
authorities. 

○ Pioneering novel methods for public education and engagement to build societal 
understanding of  AI capabilities, risks, and the importance of  interpretability 
(aligning with Amodei n.d.; Klein and Buchanan 2025). Given that deep 
technical understanding is crucial for effectively utilizing AI tools,¹⁵⁹ this is vital. 

Addressing these areas through continued development of  the Moral Firewall framework and 
dedicated research will be essential to translating its principles into effective, globally recognized 
safeguards for a human-centric AI future. 

VIII. Conclusion: A Non-Negotiable Ethic for an Intelligent Future – An Invitation to Action 

Artificial intelligence now shapes decisions about who is seen, served, protected, and who is not. 
Current governance frameworks are fragmented and reactive, struggling to keep pace with technology's 
relentless advance—one that forecasts suggest could lead to Artificial Superintelligence within years,¹⁶⁰ 
presenting what some, like Paul Tudor Jones, term an "imminent security threat to humanity,"¹⁶¹ while our 
fundamental understanding of  these systems remains dangerously incomplete.¹⁶² The world urgently 
needs a moral perimeter: a clear, unambiguous boundary that cannot be overridden by code, convenience, 
or national interest, defining not how advanced AI can become, but how harmful it must never be. 

The Moral Firewall offers this shared ethical floor. Rooted in the enduring legal and moral 
authority of  jus cogens, it provides a framework adaptable across jurisdictions and deployable at every stage 
of  the AI lifecycle. It is legally grounded, designed to be compatible with and strengthen existing 
regulatory and standardization efforts like ISO 42001,¹⁶³ the NIST AI RMF,¹⁶⁴ and the EU AI Act,¹⁶⁵ and 
is immediately adaptable for public procurement, comprehensive risk assessments, and independent 
oversight. 

It does not seek to control technology's progress; it seeks to ensure that wherever technology 
governs, human dignity remains sovereign. This is not a rejection of  technology, but a profound 
recommitment to the fundamental human values that technology must serve. It does not slow innovation; 
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it gives innovation something profoundly worth accelerating toward—a future where intelligence serves 
humanity and integrity. Automation must not erase accountability, and opacity must not obscure 
responsibility.¹⁶⁶ The Moral Firewall is how we protect, and indeed reaffirm, what makes us human in an 
age of  intelligent machines. It is a vital step in preparing society for a future that may arrive sooner, be 
more transformative, and carry greater inherent risks than widely anticipated.¹⁶⁷ 

Next Steps: From Principle to Practice – Join Us in Forging This Future 

● Launch Public Pilots: Test and refine the Moral Firewall framework through practical 
application with regulators, industry leaders, and civil society organizations on high-impact AI 
systems in diverse sectors. 

● Develop Model Clauses and Legislation: Translate the Firewall principles into concrete 
model legislative language, contractual clauses for procurement, and standardized modules for 
international agreements and auditing protocols. 

● Champion Global Treaty Integration: Advocate vigorously for the inclusion of  the Moral 
Firewall’s core tenets within emerging global governance mechanisms like the Global Digital 
Compact, and ongoing AI treaty negotiations at the OECD, Council of  Europe, and other key 
international fora. 

● Invest in AI Safety, Interpretability, Workforce Development, and Ethical 
Guidelines: Drive significant investment in AI safety research and development, with a dedicated 
acceleration of  interpretability research as urged by leading figures;¹⁶⁸ develop strategies for 
workforce retraining to address labor market disruptions; and continuously refine ethical guidelines 
and regulations for AI development and deployment.¹⁶⁹ 

● Equip Civil Society and Academia: Develop and disseminate open-access training guides, 
practical checklists, and educational curricula to empower civil society organizations, researchers, 
educators, and the broader public to understand, apply, and advocate for the Moral Firewall. 

● Urge Proactive and Accelerated Government Action: Discuss the Moral Firewall with 
government officials and agencies, legislative bodies, sectoral agencies to promote awareness and 
then call them to act on obtaining technical proficiency to effectively govern AI and potentially 
form and launch AI national and cross-border ombudspersons offices. Encourage a policy for a 
“race to the top” in AI Safety, Interpretability, and AI Ethics research and implementation.  

We invite policymakers, developers, academics, foresight researchers, investors, and all members 
of  civil society to engage critically with this framework, to test its precepts, refine its applications, and 
collaborate in its implementation.  

The future of  artificial intelligence, particularly one that may include ASI, cannot be entrusted to 
technical audits or market forces alone, especially given the intense competition and current lack of  
overarching control.¹⁷⁰ Dignity, transparency, and accountability are not design preferences; they are non-
negotiable obligations we owe to current and future generations. Let us forge this future together, ensuring 
that intelligence serves humanity, always. 
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